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Abstract

Objective: to develop a draft Ethical Code aimed at establishing ethical norms and rules of official behavior of subjects
implementing activity of creating, applying and utilizing medical products based on artificial intelligence technologies.
Methods: the methodological basis of the draft Ethical Code aimed at establishing ethical norms and rules of official
behavior of subjects implementing activity of creating, applying and utilizing medical products based on artificial
intelligence technologies consists of general and specific methods of scientific cognition, including analysis, synthesis,
deduction, induction, classification, analogy, and comparison.
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Results: To the attention of lawyers - legal scientists and practitioners, medical professionals, members of clinical
ethics committees, medical ethics specialists, representatives of law-making bodies, government agencies, business
community and public organizations, patients, and a wide range of readers interested in the digital transformation of
the healthcare system, we present the first in the Russian Federation draft of an Ethical Code of subjects implementing
activity of creating, applying and utilizing medical products based on artificial intelligence technologies.

Scientific novelty: the draft Ethical Code comprises general principles of professional service ethics and basic rules
of official behavior, which should guide the subjects implementing activity of creating, applying and utilizing medical
products based on artificial intelligence technologies. It is aimed at strengthening the authority of medical personnel,
increasing patient confidence in artificial intelligence technologies, and preventing potential negative consequences
as a result of their use.

Practical significance: the draft Ethical Code is based on a systematic and comprehensive approach to the study
of ethical norms and rules of official behavior, which should be followed by the subjects implementing activity
of creating, applying and utilizing medical products based on artificial intelligence technologies. The principles
specified in the Ethical Code are a basis for the development of the legal regulation system for artificial intelligence
technologies in healthcare.
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AHHOTauuA

Lenb: paspaboTka MpoeKTa DTUUECKOTO KOAEKCa, HApaBAeHHOTO Ha YCTAHOBJIEHME STUUYECKMX HOPM U TIPaBUI
CTY>ke6HOTO TIOBeeHNsT CyOhEeKTOB, OCYIIECTBISIONIUX AesTeTbHOCTD 10 CO3MaHNI0, TPUMEHEHMIO U YTUIU3AINN
MEAMLIMHCKUX U3Ie/IMiA HA OCHOBE TEXHOJIOTMI MCKYCCTBEHHOIO MHTEJUIEKTA.

MeTtoapl: B KauecTBe OCHOBAaHMI MCCIeqOBaHMsl M3OpaHbl OOIeHAayUHble ¥ YACTHOHAYYHbIE METOIbl HAYYHOI'O
[TO3HAHMSI, B TOM YMCJIE€ QHAJIN3, CUHTEe3, MeqyKIMs, MHIYKIMSI, KiIaccuuKaysi, aHajaorus M CpaBHEHNe.
PesyibTaThl: POEKT JTMYECKOTO KOAEKCa IMpenCcTaBisieT coO00M CBO OOIIMX MPUHILMIIOB MPOGheCCHOHaTIbHOM
CTY>KeOHOM ITUKY M OCHOBHBIX IIPABIUJI CTYKEOHOTO MOBENEHNS, KOTOPBIMM TOJIKHBI PYKOBOICTBOBATHCS CYOBHEKTHI,
OCYIIECTBJISIONINE IesTeIbHOCTb M0 CO3MaHMIO, IPUMEHEHMIO M YTYIM3ALMMA MEeOUIMHCKUX U3OeIUi Ha OCHOBE
TeXHOJ’[OI‘VIf;I MCKyCCTBeHHOI‘O VIHTEeJIJIeKTa, N HanpaBneH Ha preH]IEHI/Ie aBTOpI/ITETa MeIUIMHCKNUX pa6OTHI/[KOB,
ITOBBIILIEHNE ,E[OBepI/IH IMalMMeHTOB K TEXHOJIOI'MSIM I/[CKyCCTBeHHOI‘O MHTEeJIJIeKTa 1 Hpe,ZLOTBpaH_[eHI/[e ITIOTeHUMaJIbHBIX
HeraTmBHBIX HOC}'[e,ZLCTBI/IIZ B pesyanaTe nx HpI/IMEHeHI/IH.

Hayunas HoBM3HA: TPOEKT DTUUECKOTO KOIeKCca OCHOBAH Ha CCTEMHOM ¥ KOMILJIEKCHOM ITOJIXO/Ie K MCC/IeMOBAHIIO
9TUYECKUX HOPM U TMpaBMJI CJIYKeOHOTro MOBemeHMs], KOTOPbIMU TOJIKHBI PYKOBOACTBOBATHCS CYOBHEKTHI,
OCYIIECTBJISIOININE MesSTeTbHOCTb MO CO3MaHNUIO, TPUMEHEHMIO M YTWIM3AIUM MEOUIIMHCKUX U3OeInii Ha OCHOBE
TEXHOJIOTMIA MCKYCCTBEHHOIO MHTEJIEKTA. [IpMHIINIIBI, YKa3aHHbIe B DTUYECKOM KOHEKCe, CYyKaT OCHOBOM MIJISt
PasBUTHSI CCTEMbI IIPABOBOI'O PEryIMPOBAHMSI TEXHOJIOIMIA MICKYCCTBEHHOTO MHTEJJIEKTA B 3[PaBOOXPAHEHV.
IIpakTHYecKass 3HAYMMOCTD: BHMMAHMIO IOPUCTOB — YUYEHbIX M MPAKTUKOB, MEAMIMHCKMX PaOOTHMKOB, WIEHOB
KOMMTETOB 10 KJIMHIUYECKOM STUKE, CIIEIa/IICTOB 10 MEIULIMHCKOM STHUKE, IPeNCTaBUTe el IPaBOTBOPYECKMX OPraHoB,
rOCyIapCTBEHHBIX BEIOMCTB, OM3HEC-CO0DIIeCcTBa 1 OBOIeCTBEHHbIX OpraHM3allnii, MalyieHToOB, a TaKKe IIMPOKOTO
KpyTa uMTaTesei, MHTePECYIOIIMXCST BOITpocamMu 1M poBoi TpaHChOpMAIMU CUCTEMBI 3APaBOOXPAHEHNS, TPEIJIOsKEH
repBbIii B Poccuiickoit @emepaiiy MpoeKT DTUYECKOTO KOAeKCa CYyOhEKTOB, OCYIIECTBIISIIONIMX IeITeIbHOCTh 0
CO3IaHMIO, IPUMEHEHMIO Y YTUMIM3ALINY MEIUIIMHCKIX U3OeIMI Ha OCHOBE TeXHOJIOI I MCKYCCTBEHHOIO MHTEJIIEKTA.

KAatoueBble CAOBa:

3IpaBoOOXpaHeHne, MeIuIMHa, MeOUIIMHCKAs TTOMOIIb, MEIUIIMHCKAs YCayra, MeAUIIMHCKAs 9TUKA, MEIUIIMHCKUI
pabOTHUK, MEOUIIMHCKOE WU3MeNne, UCKYCCTBEHHbIN WHTE/UIeKT, MallMeHT, TPaBO, MPUHINUI, MTPOU3BOIUTEND,
paspaboTumK, 11MbpPOBbIe TEXHOJIOT MY, ITUKA, DTUUECKIUI KOIEKC
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Introduction

Artificial intelligence technologies can fundamentally change the healthcare system by producing new and
important insights from a vast amount of digital data created during medical care delivery. Today, medical
robots and other autonomous systems equipped with artificial intelligence technologies are actively introduced;
they are designed to qualitatively change medicine, taking it to a new level.

To the attention of lawyers - legal scientists and practitioners, medical professionals, members of clinical
ethics committees, medical ethics specialists, representatives of law-making bodies, government agencies,
business community and public organizations, patients, and a wide range of readers interested in the digital
transformation of the healthcare system, we present the first in the Russian Federation draft of an Ethical
Code of subjects implementing activity of creating, applying and utilizing medical products based on artificial
intelligence technologies.

The principles described in the draft Ethical Code of subjects implementing activity of creating, applying
and utilizing medical products based on artificial intelligence technologies are aimed at the development and
formation of a system of legal regulation of artificial intelligence technologies in healthcare. In our opinion, the
Ethical Code adoption will contribute to strengthening the authority of medical professionals, increase patients’
confidence in artificial intelligence technologies in general and help to prevent potential negative consequences
of their use. The developed ethical principles serve as a basis for forming a regulatory environment, which
will thereby enable the Russian Federation to become attractive as a territory of advanced development and
innovation in the field of artificial intelligence in healthcare.

The ethical issues of creation (development) and application of medical devices based on artificial
intelligence technologies are becoming more and more common; hence, it is necessary to eliminate or minimize
the possibility of errors related to the use of patients’ personal data used for development and testing in the field
of artificial intelligence technologies, as well as other errors. Before artificial intelligence technologies can be
used in healthcare, we must make sure that both the developers of technologies and medical institutions observe
the relevant ethical norms and rules when creating (developing) and clinically applying these technologies.
That is why the ethical issues of creation, application and disposal of medical devices based on artificial
intelligence technologies are a crucially important area of research and their solution will create a favorable
environment for the transformation of ethical principles into specific legal norms.

The structure of the Ethical Code of subjects implementing activity of creating, applying
and utilizing medical products based on artificial intelligence technologies

1. Preamble

2. General provisions

3. Specific provisions

4. Ethical principles of developers and manufacturers of medical products based on artificial intelligence
technologies

4.1. Principle of wellness

4.2. Principle of safe development

4.3. Principle of safe introduction

4.4. Principle of safe application

4.5. Principle of coordination

4.6. Principle of algorithmic transparency

4.7. Principle of equality

4.8. Principle of nondiscrimination

4.9. Principle of liability
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4.10. Principle of post-registration monitoring

4.11. Principle of accountability

5. Ethical principles of medical professionals applying medical products based on artificial intelligence
technologies

5.1. Principle of construction and improvement of quality

5.2. Principle of safety

5.3. Principle of prohibition against complete automation

5.4. Principle of voluntary informed consent

5.5. Principle of qualification of medical personnel

5.6. Principle of data storage and protection

5.7. Principle of data confidentiality

5.8. Principle of compliance

5.9. Principle of protection of patients’ rights

5.10. Principle of protection of the rights of medical personnel

5.11. Principle of empathy

5.12. Principle of algorithmic transparency

6. Ethical principles of subjects engaged in the utilization of medical products based on artificial intelligence
technologies

6.1. Principle of natural utilization

6.2. Principle of special utilization

Draft of the Ethical Code of subjects implementing activity of creating, applying
and utilizing medical products based on artificial intelligence technologies

1. Preamble

Given the importance of digital innovations and technologies in the healthcare system and the traditionally
great significance of ethical principles in medicine, guided by the recognized moral principles and norms of
the medical community, documents on medical ethics, and industry standards in the field of classification,
registration and certification of medical devices based on artificial intelligence technologies, as well as quality
control rules for the production of such products, we adopt this Ethical Code of subjects implementing activity
of creating, applying and utilizing medical products based on artificial intelligence technologies (hereinafter -
Ethical Code).

2. General provisions

2.1. The Ethical Code comprises general principles of professional service ethics and basic rules of official
behavior, which must be followed by subjects implementing activity of creating, applying and utilizing medical
products based on artificial intelligence technologies.

2.2. The Ethical Code is aimed at establishing ethical norms and rules of official behavior of subjects
implementing activity of creating, applying and utilizing medical products based on artificial intelligence
technologies, at promoting the authority of medical professionals, increasing patients’ confidence in artificial
intelligence technologies, and preventing potential negative consequences as a result of their use.

2.3. The principles specified in the Ethical Code shall serve as a basis for the development of the legal
regulation system for artificial intelligence technologies in healthcare.

2.4. Medical products based on artificial intelligence technologies shall be developed, produced and used
exclusively for the purpose of providing medical care (medical service) or for research purposes.

2.5. Medical professionals are prohibited to force a patient to use medical products based on artificial
intelligence technologies, unless it is determined by emergency.
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2.6. Medical organizations shall provide financial support for research and development in the field of
artificial intelligence technologies, as well as for their introduction into clinical practice.

3. Specific provisions

3.1. The Ethical Code does not detract from the dignity and validity of the codes of professional ethics
of medical professionals, but supplements and discloses the peculiarities of their activities when they use
medical products based on artificial intelligence technologies.

3.2. An official of an enterprise, institution, organization of a developer (manufacturer) of medical products
based on artificial intelligence technologies shall be obliged to familiarize oneself with the provisions of the
Ethical Code and comply with them in the course of their professional activity.

3.3. A medical worker working in a medical organization shall familiarize himself/herself with the provisions
of the Ethical Code and comply with them in the course of his/her professional activity.

3.4. Each medical professional shall take all necessary measures to comply with the Ethical Code provisions,
and each patient shall be entitled to expect compliance of their behavior with the Ethical Code provisions.

3.5. Knowledge and compliance of medical professionals with the Code of Ethics provisions shall be a
criterion for assessing the quality of their professional activity and official behavior.

4. Ethical principles of developers and manufacturers of medical products based on artificial
intelligence technologies

4.1. Principle of wellness

The development and production of medical products based on artificial intelligence technologies should
be aimed at the benefit of patients and society, not just business interests.

Developers and manufacturers of medical products based on artificial intelligence technologies must
ensure that their products provide clinical efficacy, improve the quality of medical care (medical service) and
improve the health of patients.

4.2. Principle of safe development

Developers and manufacturers of medical products based on artificial intelligence technologies must verify
all artificial intelligence algorithms and models used in the medical product.

Developers and manufacturers of medical products based on artificial intelligence technologies must ensure
that their products work correctly and cannot cause harm to patients and society.

4.3. Principle of safe introduction

The introduction of medical products based on artificial intelligence technologies into clinical practice should
be justified and based on evidence-based medicine and methods of validation, reproducibility and reliability.

4.4. Principle of safe application

Developers and manufacturers of products based on artificial intelligence technologies should ensure that the
products are consistently installed, configured, maintained and repaired and that safety protocols are followed.

Documentation on the safe use of products based on artificial intelligence technologies should be clear
and accessible.

4.5, Principle of coordination

Developers and manufacturers of medical products based on artificial intelligence technologies should
ensure that the artificial intelligence algorithms and models used in such a product are designed to produce
uniform and consistent results when analyzing medical data.

This will enable medical professionals to more accurately analyze large amounts of medical research data
and use machine learning and statistical analysis techniques to find patterns that will help them to diagnose
and treat patients’ conditions.

4.6. Principle of algorithmic transparency

Developers and manufacturers of medical products based on artificial intelligence technologies should
ensure that their products are designed with transparency and explainability in mind.
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Developers and manufacturers of medical products based on artificial intelligence technologies should
provide medical professionals with comprehensive information on how their product works, what algorithms
and artificial intelligence models are used in the product, what data was used for training and how it was
processed.

4.7. Principle of equality

Developers and manufacturers of medical products based on artificial intelligence technologies should strive
to ensure that the artificial intelligence algorithms and models used in the product are completely unbiased
and based on comprehensive and representative data.

Developers and manufacturers of medical products based on artificial intelligence technologies should
encourage the use of open algorithms and free data, since they can enable everyone, regardless of their social
status or nationality, to have access to reliable and validated artificial intelligence algorithms and to promote
equality.

4.8. Principle of nondiscrimination

Developers and manufacturers of medical products based on artificial intelligence technologies, in order
to avoid possible discrimination by religious, ethnic, cultural, social, gender and other characteristics, should
ensure that a data set used for the preliminary training of algorithms and artificial intelligence models in their
product is representative and corresponds to the population diversity.

Developers and manufacturers of medical products based on artificial intelligence technologies should
conduct randomized preclinical and clinical studies (trials) of the product in order to establish the accuracy
and effectiveness of the algorithms and artificial intelligence models used.

4.9. Principle of liability

Developers and manufacturers of medical products based on artificial intelligence technologies must
ensure that their products meet high quality and safety standards before making them available on the market.

Developers and manufacturers of medical products based on artificial intelligence technologies must be
prepared to be liable for any problems arising from incorrect use of the product.

4.10. Principle of post-registration monitoring

A manufacturer of medical products based on artificial intelligence technologies shall, after the product is
registered and placed on the market, continuously monitor its performance in order to detect side effects or
unforeseen reactions during its use.

Post-registration monitoring of medical products based on artificial intelligence technologies shall be carried
out by the federal executive body exercising control and supervision functions in the field of health care.

4.11. Principle of accountability

Developers and manufacturers of medical products based on artificial intelligence technologies must
strictly control the products brought to the market for compliance with the safety, reliability and effectiveness
requirements.

In the course of testing medical products based on artificial intelligence technologies, conditions that may
endanger human life and health must not be created.

5. Ethical principles of medical professionals applying medical products based on artificial intelligence
technologies

5.1. Principle of construction and improvement of quality

Medical professionals shall use medical products based on artificial intelligence technologies exclusively
for the purpose of providing medical care (medical service).

The use of medical products based on artificial intelligence technologies may significantly improve the
quality of medical care (medical service), accelerate the process of medical examination, or help to choose
the best treatment method for a patient.

5.2. Principle of safety
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The use of medical products based on artificial intelligence technologies should be reliable and safe, and
the results obtained on their basis should not be aimed at causing harm to the life and health of patients.

Medical professionals should ensure the creation of a transparent system of preclinical and clinical studies
(trials) that guarantee the compliance of such products with high quality and safety standards.

5.3. Principle of prohibition against complete automation

A decision made by a medical professional based on the data from a medical product based on artificial
intelligence technologies must not contradict the standards of medical care and cannot be the sole basis for
completely automatic diagnosis, treatment and medical examination.

Artificial intelligence algorithms and models used in the medical product can be used to assist medical
professionals in making accurate diagnostic and treatment decisions, but the final decision shall be always
made by a medical professional based on their knowledge, experience and judgment.

5.4. Principle of voluntary informed consent

Medical professionals must inform patients about all aspects of their medical examination and treatment,
including the possible use of medical products based on artificial intelligence technologies under their
consent.

The consent to the use of medical products based on artificial intelligence technologies must be voluntary.

A patient must be informed about which medical products based on artificial intelligence technologies
will be used in their medical examination and treatment, how they work, what benefits and risks they pose,
and how they will affect their health and general condition.

5.5. Principle of qualification of medical personnel

Medical professionals must know and comply with current regulatory legal acts governing their
professional activities, shall be trained in the use of medical products based on artificial intelligence
technologies, shall know the standards of medical care with the use of medical products based on artificial
intelligence technologies.

Medical professionals shall be entitled for professional training or advanced training under the programs
“Application of medical products based on artificial intelligence technologies” in the system of continuous
medical education on a free of charge basis.

5.6. Principle of data storage and protection

Medical professionals must store patients’ personal data in a database observing information safety
requirements.

5.7. Principle of data confidentiality

Medical professionals must notify patients that their personal data are being collected and processed.

Information about the fact of a patient’s request for medical care (medical service) with the use of
medical products based on artificial intelligence technologies, about the patient’s health condition and
diagnosis, and other information obtained during high-tech medical intervention shall constitute a medical
secret.

5.8. Principle of compliance

Medical products based on artificial intelligence technologies must comply with applicable healthcare
standards.

5.9. Principle of protection of patients’ rights

A patient shall have the right to protection of their rights and interests when medical products based on
artificial intelligence technologies are used in relation to them.

Medical professionals must notify patients about which medical products based on artificial intelligence
technologies are used in their medical examination and treatment and what side effects or unforeseen reactions
are possible during their use.

When using medical products based on artificial intelligence technologies, it is necessary to minimize the
risks of possible negative consequences for patients.
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5.10. Principle of protection of the rights of medical personnel

A medical professional shall have the right to protect their rights and interests when using medical products
based on artificial intelligence technologies in relation to patients.

When applying medical products based on artificial intelligence technologies, it is necessary to minimize
the risks of possible negative consequences for medical professionals.

5.11. Principle of empathy

Medical professionals must show sympathy and understanding to patients, take interest in their psychological
and emotional state when providing medical care (medical service) with the use of medical products based
on artificial intelligence technologies.

5.12. Principle of algorithmic transparency

Medical professionals must understand how a medical product based on artificial intelligence technologies
generated a recommendation for medical examination and treatment of a patient.

6. Ethical principles of subjects engaged in the utilization of medical products based on artificial
intelligence technologies

6.1. Principle of natural utilization

Medical products based on artificial intelligence technologies beyond their expiration dates must be disposed
of. In this case, patients’ personal data and other proprietary information used in the medical product based
on artificial intelligence technologies must be destroyed.

6.2. Principle of special utilization

Medical products based on artificial intelligence technologies beyond their expiration dates may be used for
scientific and educational purposes not related to the provision of medical care (medical service). In this case,
depersonalization of personal data of patients treated with the medical product based on artificial intelligence
technologies must be organized.
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